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ABSTRACT 

The problem of traffic jams in the Special Region of Jakarta (DKJ) includes various kinds of traffic 

problems in Jakarta, including traffic jams and flooding. According to the Journal of Sustainable 

Development Education and Environment, land is lacking for housing, industrial development, and 

urbanization. The development of an urban area can be influenced by the rapid rate of urbanization, 

which requires a lot of land, while land in urban areas is relatively minimal. In the literature journal 

related to the research that will be studied using the Naïve Bayes Algorithm and K-Means Clustering, 

it can be concluded that it can be used to predict the 2025 flood. The above research results are provided 

in the form of diagrams, codes, and dashboards, which have a value of results. From the results of 

clustering using the K-Means method, a water level prediction of 0.96 x 100% = 96% of the data in 

clustering is very accurate, with an average accuracy of 97% when there is a flood. From the research 

conducted by the researcher, it can be concluded that data mining is processed through an algorithm. 

The use of the algorithm affects the data processing results. The researcher used the Naïve Bayes based 

on the Reference Journal related to the best algorithm in data mining processing. The results of data 

mining processing are in the form of a curve that can be presented to readers to estimate whether a flood 

disaster will occur. 
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1 Introduction 

The problem of traffic congestion in the Special Region of Jakarta (DKJ) includes various types of 

traffic congestion problems in Jakarta, including traffic jams and flooding in Jakarta. According to the 

journal of sustainable development education and environment, the lack of land for housing and 

industrial development and urbanization. The development of an urban area can be influenced by the 

rapid rate of urbanization, which requires a lot of land [1], while land in urban areas is quite minimal. 

According to the journal "Analysis of the Implementation of 30% Green Open Space in DKJ 

(Special Region of Jakarta)" only around 10% while green open space is very important for water 

absorption areas in the capital city [4], In addition to the lack of green open space spatial planning, slum 

housing in DKJ (Special Region of Jakarta) can have an impact on triggering flooding, in a journal note 

related to slum settlement land entitled "The Effect Of Slum Settlement Relocation On Environmental 

Health Quality (Case Study Of Kampung Pulo, East Jakarta)" [5]. 

One of the areas called Kampung Pulo, as many as 927 families live there, but has been relocated by 

the Regional Government (PEMDA), as many as 518 heads of families. Kampung Pulo is one of the 

residential areas that often experiences flooding. Many slum housing is built next to the river, causing 

flooding. 

A total of 92 points were flooded in 2015, according to BMKG (Meteorology, Climatology and 

Geophysics Agency) in the journal “Analysis Of Flood Disaster Preparedness In Jakarta” [6] with a height 

of 10-80 cm spread across several locations, 28 points in West Jakarta, 17 points in North Jakarta, 35 

points in Central Jakarta, 8 points in East Jakarta and 5 points in South Jakarta. 

Through statistical data from 2018-2020, several areas were inundated by quite high floods, but in 

2021-2024 the flood problem in Indonesia has not occurred again, however, from the intensity of sea 

water levels, it is possible that flooding could occur again, even having a greater impact on the intensity 

of water levels in DKJ (Special Region of Jakarta). 
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In preventing a flood in preparedness can estimate when a flood will occur in DKJ (Special Region 

of Jakarta) using the SVM machine learning method in the journal "Application of Machine Learning 

for Flood Disaster Prediction" discusses using the SVM method can estimate when a flood will occur 

The results of the study obtained an average accuracy value of 85% with the best combination of features, 

namely MFCC (Mel-Frequency Cepstrum Coefficient) and pitch [7]. 

In a research report above, it is expected as follows 1. Predicting flood height data in 2025 from 

2018-2020 data, 2. Grouping flood inundation points from 2018-2020, RT & RW, 3. Making flood report 

results in 2025 and finding solutions before a flood occurs, 4. Development of the data mining results 

dashboard in the form of a dashboard using Power BI (Business Intelligence). 

2 Methodology 

In this study, the main objective is to predict flood events in Jakarta in 2025 using data mining 

processing methods. The applied data mining processing consists of several stages, each of which has 

an important role in achieving the desired results. This process involves collecting, processing, and 

predicting based on the collected flood data. The following are the stages of the methodology used in 

this study. 

2.1. Data Collection 

In the first stage, the data used in this study was obtained through data collection. The data required 

is raw data covering flood events in Jakarta over the past few years. Based on previous research [30], 

data collection is the stage where unprocessed data is collected for further analysis purposes. 

The data used in this study was taken from the Kaggle site, with flood data in the Special Region of 

Jakarta (DKJ). The collected data is then stored on a shared drive that can be accessed via the following 

link: [klik] 

 

2.2. Data Processing 

After the data is collected, the next step is data processing. In this study, researchers used two main 

methods in data processing, namely Naïve Bayes for classification and K-Means Clustering for data 

grouping. 

• Naïve Bayes is used to classify data into categories such as water depth, flood-affected areas, and 

sub-districts. 

• K-Means Clustering is applied to group data based on water depth and affected locations, 

in order to determine the pattern of flood distribution in Jakarta. 

Definition 2.2.1. This data processing system is stable if and only if the results of the data classification 

and grouping process can provide consistent predictions of flood events. 

Lemma 2.2.2. If the data used for processing through the Naïve Bayes and K-Means Clustering 

algorithms can be classified well, then flood predictions can be made accurately. 

Theorem 2.2.3. Consider a system that uses Jakarta flood data. If the Naïve Bayes algorithm is applied 

to classify the data and K-Means Clustering is used to group the data based on water depth and location, 

then this system can predict flood events with a high degree of accuracy. 

Corollary 2.2.4. If the data used for prediction is clean and relevant data, then the accuracy of the 

prediction of the Jakarta flood event in 2025 will be very high. 

Proof: Suppose we use data that has been classified and grouped according to relevant parameters such 

as water depth and affected area. Based on the results of the analysis, we can prove that this model is 

able to produce predictions that are close to the reality of flood events. 

https://drive.google.com/drive/folders/16ZZa9d2P_1PBeGBusVgqK577MlH6Rdir


 

 

 

2.3. Data Rule 

In data processing, there are several rules that need to be followed so that the processed data can provide 

maximum results. The rules applied are as follows: 

• Processed data must be raw data 

The data used in processing is raw data that has not been processed. This aims to ensure that the 

analysis is carried out based on undistorted data. 

• The processed data must include data from the last 10 years 

The data used in this study must include data from the last 10 years in order to provide a 

representative picture of flood events in the long term. 

• Data must be clean (cleansing) 

The data used must be free from missing values or blanks. Clean data ensures that the 

analysis is not compromised by invalid data. 

 

• Data must be clean (cleansing) 

The data used must be free from missing values or blanks. Clean data ensures that the 

analysis is not compromised by invalid data. 

 

2.4. Data Prediction 

After the data has been successfully processed, the next stage is to predict the occurrence of 

flooding in Jakarta in 2025. The stages carried out in data prediction are as follows: 

 

Figure 1. Stages in Predicting Data 

 

• Data Collection 

Data collection is the first step in predicting flood events. Data collected in the previous stage 

will be used as input for further analysis stages. 

• Data Transformation 

At this stage, the collected data will be processed and filtered. This process includes separating 

irrelevant data and cleaning data to ensure that the data used can provide accurate results. 

• Data Analysis 

The data analysis stage aims to determine the most relevant variables in predicting flood 

events. At this stage, researchers will evaluate the data and select the columns that can provide 

the greatest contribution to the prediction analysis. 

• Evaluation 

The evaluation stage is the final stage in the prediction process. At this stage, the results of the 

data analysis will be evaluated to ensure whether the predictions produced are in accordance 

with reality or not. This evaluation is very important to validate the results and assess the 

accuracy of the predictions. 

 

3 Results and Discussion 
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3.1. Data Mining Results 

The results of the data mining process carried out in this study aim to provide information to the 

wider community regarding flood predictions in the Special Region of Jakarta (DKJ) in 2025. Some of 

the main results of the data mining analysis used in this study are as follows: 

3.1.1. Trend of Number of Affected Per Year 

 

Figure 2. Trend of Number of Affected RW Per Year 

Based on data mining, the number of affected RW showed a significant increase in 2019-2020 

with moderate flood intensity. However, the prediction results for 2025 show a potential decrease 

in the number of affected RW. 

 

 

Figure 3. Trend in the Number of Affected Households Per Year 

Data mining analysis based on the number of affected households per year also shows a similar 

pattern. In 2019- 2020, there was an increase in the number of affected households with moderate flood 

intensity, while the prediction for 2025 shows a possible decrease in the number of affected households. 
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Figure 4. Trend in the Number of Affected Households Per Year 

Based on the number of affected households (KK), the pattern that emerged was an increase in 2019-

2020, but the prediction for 2025 showed a significant downward trend. 

 

 

 

Figure 5. Trend in the Number of Affected People Per Year 

Data mining shows that the number of affected people increased in 2019-2020, but is predicted to 

decrease in 2025. 

 

3.1.2. Clustering of Water Levels Based on Clusters 

 

 

Figure 6. Comparison of Average Water Levels Per Year based on Clusters 

 

Using the clustering method, analysis was conducted on the categories of RT, RW, Jiwa, and KK 

with different levels of impact. The results of the analysis show that the jiwa category has the highest 
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level of impact with an increase in flood intensity in 2019-2020, while the prediction for 2025 shows 

a decrease in flood intensity. 

3.2. Water Level Prediction 

Classification Using the Naïve Bayes Method 

From the classification results using the Naïve Bayes method, the water level prediction is 43.39 cm. 

Clustering Using the K-Means Method 

With the K-Means clustering method, the water level prediction results show an accuracy level of 

96%, with an average accuracy reaching 97%. This shows that the method used has a very high level of 

reliability in predicting water levels in the analyzed period. 

 

4. Conclusions 

From the research conducted by the researcher, it can be concluded that data mining is processed 

through an algorithm, the use of the algorithm affects the results of the data processing, the researcher 

uses the K-Means algorithm [2] and Naïve Bayes [3] based on the Reference Journal related to the best 

algorithm in data mining processing, the results of data mining processing are in the form of a curve 

that can be presented to readers to estimate that a flood disaster will occur in the future. 

In the development of a system for processing Data Mining related to predicting floods in DKJ 

(Special Region of Jakarta) it will be presented in the form of a dashboard, the Dashboard supports 

displaying data so that the public can see, the management of the Dashboard stage requires a more 

detailed discussion in the latest journal by the researcher. 

The researcher understands that there are still shortcomings in writing scientific journal reports 

related to flood predictions in DKJ (Special Region of Jakarta), the researcher hopes that the journal 

can be developed again as long as the researcher's name is listed as the latest scientific journal that can 

be presented to the wider community. 
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