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ABSTRACT

Data mining is a technique used to explore and extract information hidden in big data, with the aim of
discovering patterns or knowledge that can be used to support decision making. In In recent years, data mining
methods and algorithms have developed rapidly and applied in various fields, including education, business,
technology, and e-commerce. This research aims to conduct a systematic review of methods and algorithms
mining data used in decision making from 2016 to 2023. The method used in this research is Systematic
Literature Review (SLR), which consists of three main stages: planning, conducting, and reporting. At the
planning stage, the author determine the research theme and choose a Research Question (RQ) to limit the
space scope and objectives of the study. Next, at the conducting stage, the author collected 25 journals relevant
sources from various leading sources such as Elsevier and Springer. Results of this research is expected to
provide a comprehensive overview of the development of methods and Algorithms used in decision making
are based on data mining and trends the latest in the research. The research results will be presented
systematically in the next chapter, with in-depth analysis regarding the application and effectiveness of the
methods that have been used implemented.
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1. Introduction.

Data mining is a series of processes for exploring the added value of information from a
database by extracting and recognizing what is important or interesting from the data [1-5].
Data Mining can be used to manage very large data with the aim of finding hidden
information patterns [6]. Data mining is also very useful in scientific research using large
databases. Data mining itself is very popular in various business sectors such as education,
retail, technology, e-commerce, and others. This is because there is a need for an efficient
data requirements analysis method to detect unknown information, such as technological
development, predicting market interest and achieving goals for standardizing the vision and
mission of a field. There are many different methods and algorithms in this research. This
systematic review aims to identify and analyze data mining methods and algorithms used
from 2016 to 2023. The method in this research will be explained in chapter 2, the results
and answers to questions will be explained in chapter 3. Finally, the results of this research
are summarized in the last chapter.

2. Methodology
The method used in this research uses a systematic literature review (SLR). The SLR method

is used to analyze journal information that has been researched by previous researchers so
that it can be reviewed systematically through several stages that must be prepared. The SLR
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method uses 3 processes, namely Planning, Conducting and Reporting. Explanation of the 3
processes as follows:

1. Planning stage is the first step in determining the research theme. In this case the
researcher chose the theme of data mining methods and algorithms for decision
making. This theme is used by the author to determine objectives and select Research
Questions (RQ). This Research Question (RQ) aims to limit the scope of research,
guide research and evaluate research results. After the author determined the RQ, the
author looked for journals related to the theme with the keywords Data mining
methods and algorithms published from 2016 to 2023, as many as 25 journals from
various sources such as Elsevier (sciencedirect.com), Springer (springerlink.com) or
other journal publishing sources.

2. Conducting stage is the analysis of 25 journals, undertaken by the author, to identify
the methods, algorithms, and sectors or fields in which data mining research was
performed. The analysis is made in the form of an RQ table along with explanations
as in table 1.

TABLE 1. Open Questionnaire

ID Research Question Main Motivation

RQ 1 What methods are most | Analyze what methods are
often used in  the | most widely wused in
application =~ of  data | decision making using
mining? data mining.

RQ2 What algorithms are most | Analyze what algorithms
widely wused in data | are most widely used in
mining? decision making using

data mining.

RQ3 What sectors or fields are | Analyze sectors or fields
often used in data mining | that are often used in
research? research  using  data

mining  for  decision
making.

3. The reporting stage involves preparing a report that clearly and systematically
explains the results of the review. In presenting the analysis results, the author
explains descriptively the study findings and combines the data results using graphs
with data percentages. The steps taken are to prepare the background and objectives
of the research, carry out a journal data search process according to the chosen theme,
create main results and carry out analysis and draw conclusions and recommendations
from these results for the future.

3. Results and Discussion

3.1. What methods are most often used in the application of data mining?
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Figure 1. Data Mining Method

Based on Figure 3.1, the association method is the most frequently used with 11
times, indicating that analyzing the relationships between elements in a dataset (such
as in purchasing or customer behavior analysis) is the main focus in this study.

Even though there are 2 times the use of other methods, the frequency is quite low
compared to association, clustering, or classification methods. This may reflect the
use of other, more case-specific techniques in the analysis.

The use of machine learning (3 times) shows that sophisticated methods that utilize
automatic models for prediction or decision making are used in data analysis. While
not as numerous as associations or classifications, it reflects the adoption of more
modern techniques. Clustering (4 times) and classification (5 times) also received
attention, reflecting the need to group data or predict categories based on data
features.

3.2. What algorithms are most widely used in data mining?
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Figure 2. Number of Algorithm Uses by Year

Figure 3.2 explains that the FP-Growth algorithm has the highest number of uses (7
times) compared to other algorithms in this period. The use of this algorithm is
distributed over several years, especially in 2018 (2 times), 2019 (3 times), and 2021
(1 time). This shows the popularity of the FP-Growth algorithm in associative
pattern analysis and data mining.

A total of 15 different types of algorithms or methods were used during this period
demonstrating the diversity of approaches to data analysis. Some algorithms that are
only used once include Decision Tree, DBSCAN, Isolation Forest, and others.

Several algorithms have begun to be used in recent years, such as Artificial Neural
Networks (ANN) and Isolation Forest in 2021 and 2023. This reflects the trend of
adopting more complex and sophisticated algorithms in line with technological
developments.

Algorithms such as K-Means (3 times) and Naive Bayes (1 time) show a focus on
clustering and classification analysis.

This indicates the importance of this method for certain applications in data mining.
This data shows a trend of increasing use of diverse algorithms, with the FP-Growth
algorithm being the most frequently used. The variety of algorithms reflects the
increasingly extensive and complex needs of data mining analysis, with the
introduction of advanced algorithms such as ANN in recent years.
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3.3. What sectors or fields are often used in data mining research?
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Figure 3. Field of Data Mining Research

The Education emerged as the category that used data mining the most with 7 times. This
shows that the education sector relies heavily on data analysis techniques to improve learning
experiences, assess student performance, and design better curricula [7-10].

E-commerce, Retail, and Technology each used data mining 3 times, indicating that these
sectors also rely heavily on data to optimize operations, customer experience, and market
trends [8-17].

Sectors such as weather, film, and social sectors have only used data mining once. This could
indicate that although the application of data mining in these sectors may be limited, it
remains relevant for some specific analyzes in these contexts [17, 19].

CNN Making an effective decision must be based on complex data analysis. Data mining is
one of the main approaches that is often used in conducting research to obtain the latest
information and is used in implementing decision making [20].

SLR identifies various data mining methods and algorithms that are used, namely
Classification Algorithms, Clustering Algorithms, Association Rules mining, and Regression
analysis [20-24].

Even though data mining has various advantages, there are several main challenges in its use,

namely data quality, scalability and ethics and privacy.

4. Conclusions
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Data mining is an important pillar in data-based decision making. Through this SLR, it is

revealed that the success of implementing data mining algorithms is greatly influenced by
choosing the right method, data quality, and understanding the domain. For the future, there

needs to be tighter integration between data mining and advanced technologies such as IoT,
cloud computing, and blockchain to increase the accuracy and speed of decision making.
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